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NATURAL LANGUAGE PROCESSING
LESSON 5: PART OF SPEECH (POS) TAGGING

OUTLINE
◦Part of Speech (POS) Tagging

◦ What is POS Tagging?
◦ Types of words and categories

◦POS Tagging Methods
Rule-Based
Stochastic 
Neural

◦Some POS Taggers
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WHAT IS PART OF SPEECH TAGGING?
Part-of-speech tagging, also called grammatical tagging, is the 
process of marking a word in a text as corresponding to a specific 
part of speech based on both its definition and context.

A simplified form of this is usually  taught by identifying words as 
noun, pronoun, adjective, verb, adverb, auxiliary verb, preposition, 
conjuction and exclamation.

WHY WE NEED POS TAGGING?
POS tags make it possible for automatic text processing tools to take 
into account which part of speech each word is.

The ambiguous words can have two or more different parts of 
speech. POS tags are used to distinguish between the occurrences of 
the word when used as a noun or verb.

Besides let's think about the syntax we model English with Context 
Free Grammar. Using such a system, we can define sentences by 
sorting POS tags, regardless of what the word is.
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WHY WE NEED POS TAGGING?
If we know the part of the speech tag of a word, we can 
analyze the suffixes in the right scope.

Bu ev, mavi renge boyanmış. 
boyanmış -> boya (verb) + n (reflexive verb suffix) + mış (past)
Ev için kullanılan, senin boyanmış. 

boyanmış -> boya (noun) + n (2nd person suffix) + mış (past)

POS TAGGING CATEGORIES
Part of speech tags can be categorized as open or closed classes. 

Open classes can grow with new words derived from a known 
word or borrowed from other languages. The major open 
classes are nouns, verbs, adjectives and adverbs. 

Closed classes have a fixed numbers of members which are 
usually function words. For example, determiners, pronouns, 
prepositions. 
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POS TAGGING CATEGORIES
Nouns
◦ A word used to identify any of a class of people, places, things or to name a 

particular one of these. There are two types of nouns: Proper Nouns and 
common nouns.

Verbs
◦ Refer to actions, processes, occurrences. Auxiliary Verbs help names to act as 

a verb group.

Adjectives
◦ Describe the properties or qualities of nouns. Chinese does not have 

adjectives. Turkish has plenty of adjectives with plenty of subclasses.

POS TAGGING CATEGORIES
Adverbs
• Most undetermined class: mostly modifies verbs, adverbs, entire verb phrases.

Preposition, conjunction and exclamation
Its classes depend the natural language. English has more:

• prepositions: on, under, over, near, by, at, from, to, with

• determiners : a, an, the

• particles: up, down, on, off, in, out, at, by

• numerals: one, two, three, first, second, third
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POS TAGGING CATEGORIES
Pronouns
They are member of closed class but they act as a kind of shorthand 
for referring to some noun phrases, entities or events.

Ali okula geldi mi? Bugün onu göremedim.

TREEBANKS AND POS TAGS
PENN Treebank
45 POS tags
1989-1996
~7 million words
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TREEBANKS AND POS TAGS
Brown Corpus & Lancaster-Oslo-Bergen (LOB) Corpus
has 85 tags
British National Corpus
has 61 tags
PENN Treebank
has 45 tags

PART OF SPEECH TAGGING METHODS
Although the method to be chosen changes depending on whether 
the text is tagged or not, the part of speech tagging methods are 
usually told under three titles as to computation approach:

• Rule-Based 

• Stochastic 

• Neural
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PART OF SPEECH TAGGING METHODS
Rule-Based Part-of-Speech Tagging
The Rule-Based Part-of-Speech Tagging methods start from 1960s 

with two stage architecture.
In the first stage, a dictionary is used to assign each word a list of 

potential parts-of-speech.
In the second stage, a large list of hand-written disambiguation 

rules is used to winnow down ambiguous words to a single POS-
Tag.

PART OF SPEECH TAGGING METHODS
But there are some problems about the rule based models. 
They may not be practical for active natural languages.
Rules will never cover all situations, because natural 
languages has complex evolution history:

For example, Turkish includes three main era: Old Turkish, 
Ottoman Turkish and new Turkish.
Ottoman Turkish era: Rich interaction with Arabic (Semitic) and 

Persian(Indo-European) languages.
New Turkish era: Interaction with French, English and German.
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PART OF SPEECH TAGGING METHODS
Stochastic Part-of-Speech Tagging
The most common approach is Hidden Markov Model (HMM). 
HMMs are especially used successfully in converting speech to text 
in speech recognition. HMMs are based on Markov chains. A Markov 
chain is a model that describes a sequence of potential events in 
which the probability of an event is dependent only on the previous 
event.

Warm

ColdHot

.1

.1

.8

.2.5

.2
.3

.5.3

Trigram Hidden Markov Model
Let the sentence be 𝑥ଵ … 𝑥 and their POS tags are 𝑦ଵ … 𝑦ାଵ

respectively. The probability of matching the tags of the whole 
sentence is calculated as follows.

𝑝 𝑥ଵ … 𝑥, 𝑦ଵ … 𝑦ାଵ =  ෑ 𝑞(𝑦|𝑦ିଶ, 𝑦ିଵ)

ାଵ

ୀଵ

ෑ 𝑒(𝑥|𝑦)



ୀଵ

(assuming 𝑦 = 𝑦ିଵ = ∗)

PART OF SPEECH TAGGING METHODS
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PART OF SPEECH TAGGING METHODS
Let's give an example with a 3 words sentence.
Sentence is «the dog laughs.»
And the tag sequence of the sentence is «D N V STOP»
Here, the probability of the sentence is 𝒑 𝒙𝟏 … 𝒙𝒏, 𝒚𝟏 … 𝒚𝒏ା𝟏 = 𝑸 × 𝑬

Where
𝑸 = 𝒒 𝑫 ∗,∗ × 𝒒 𝑵 ∗, 𝑫 × 𝒒 𝑽 𝑫, 𝑵 × 𝒒 𝑺𝑻𝑶𝑷 𝑵, 𝑽
𝑬 = 𝒆 𝒕𝒉𝒆 𝑫 × 𝒆 𝒅𝒐𝒈 𝑵 × 𝒆(𝒍𝒂𝒖𝒈𝒉𝒔|𝑽)

PART OF SPEECH TAGGING METHODS
The value of 𝑸 is the prior probability of seeing the tag sequence 

«D N V STOP»
𝒒 𝑫 ∗,∗ × 𝒒 𝑵 ∗, 𝑫 × 𝒒(𝑽|𝑫, 𝑵) × 𝒒 𝑺𝑻𝑶𝑷 𝑵, 𝑽  

The value 𝑬 can be interpreted as the conditional probability.
Here, p(the dog laughs|D N V STOP)

𝒆 𝒕𝒉𝒆 𝑫 × 𝒆 𝒅𝒐𝒈 𝑵 × 𝒆(𝒍𝒂𝒖𝒈𝒉𝒔|𝑽)
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PART OF SPEECH TAGGING METHODS
Neural POS Tagging
Recently, Neural POS taggers are being implemented as potential 
solutions to efficiently identify words in a given sentence across a 
paragraph.

All of these solutions aim to learn the word order of the tagged sentence 
and thus be able to predict it, as in the probabilistic labeling process. The 
success of neural systems in POS tagging, as in other areas, is based on 
an artificial neural network-based learning system.

PART OF SPEECH TAGGERS
Some NLTK POS Taggers
FeaturesetTagger (Stochastic)
NGramTagger (Stochastic)
BrillTagger (Transitional-hybrid)
CRFTagger (Stochastic)
HiddenMarkovModelTagger (Stochastic) 
PerceptronTagger (Default - Neural)
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PART OF SPEECH TAGGERS
Default NLTK POSTagger for English (PerceptronTagger):

PART OF SPEECH TAGGING ISSUES
Words can be ambiguous among multiple tags. In order to solve it, 

the researchers still try to improve methods. But the recent trends 
focus on context-dependent methods. 

Unknown words, especially new words that are not found in the 
dictionary data, create serious problems. To solve this, a 
periodically updated dictionary is needed for all living languages.


